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Project Description 

DRIVER evaluates solutions in three key areas: civil society resilience, responder coordination as well 

as training and learning. 

These solutions are evaluated using the DRIVER Test-bed. Besides cost-effectiveness, DRIVER also 

considers the societal impact and related regulatory frameworks and procedures. Evaluation results 

will be summarised in a roadmap for innovation in Crisis Management and societal resilience. 

Finally, looking forward beyond the lifetime of the project, the benefits of DRIVER will materialize in 

enhanced Crisis Management practices, efficiency and through the DRIVER-promoted connection of 

existing networks. 

 

DRIVER Step #1: Evaluation Framework 

 Developing Test-bed infrastructure and methodology to test and evaluate novel solutions, 

during the project and beyond. It provides guidelines on how to plan and perform 

experiments, as well as a framework for evaluation. 

 Analysing regulatory frameworks and procedures relevant for the implementation of DRIVER-

tested solutions including standardisation. 

 Developing methodology for fostering societal values and avoiding negative side-effects to 

society as a whole from Crisis Management and societal resilience solutions. 

DRIVER Step #2: Compiling and evaluating solutions 

 Strengthening crisis communication and facilitating community engagement and self-

organisation. 

 Evaluating solutions for professional responders with a focus on improving the coordination 

of the response effort. 

 Benefiting professionals across borders by sharing learning solutions, lessons learnt and 

competencies. 

DRIVER Step #3: Large scale experiments and demonstration 

 Execution of large-scale experiments to integrate and evaluate Crisis Management solutions. 

 Demonstrating improvements in enhanced Crisis Management practices and resilience 

through the DRIVER experiments. 

 

DRIVER is a 54 month duration project co-funded by the European Commission Seventh Framework 

Programme (FP7/2007-2013) under grant agreement no. 607798. 
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Executive Summary 

The present document, D23.21 - Performance and Effectiveness Metrics in Crisis Management 

Experiments, aims at defining the right measures to be used in capturing experimental data on the 

one hand and in gathering the views of a heterogeneous community of interest in relation to these 

measures. The main output is the provision of practitioner guidelines and recommendations for 

selecting measures and indicators of performance, ways of collecting, processing and storing data 

and ways to operationalise these in a specific experiment.  

 

The work presented here is part of the DRIVER Test-bed development that intends to enable a 

structured and efficient capability development process in Crisis Management. The DRIVER Test-bed 

builds upon the results of the project ACRIMAS, which identified the Concept Development & 

Experimentation (CD&E) methodology as a suitable approach for Crisis Management capability 

building. CD&E adapts basic scientific methods to the concept development and validation process in 

the military and defence domain. DRIVER intends to draw upon such results to build up a consistent 

and homogeneous pan-European capability building methodology for Crisis Management. 

 

In D23.21 we introduce a common process and key concepts that will ensure coherent performance 

measurement in experimentation. The common process for identifying and evaluating performance 

and effectiveness measures contains the identification of generic performance indicators as well as a 

standardized procedure to identify specific experiment-driven performance indicators.  

 

The framework provided by the DRIVER Test-bed is not specific to any of the DRIVER dimensions 

(societal resilience, professional response, training and learning) because the actual key performance 

and effectiveness is different in each of them. Instead, the framework has to be understood as a 

general procedure that SP3-4-5-6 experiments should adapt to the needs and goals of the involved 

end-users. The obtained results will be utilized for the guidance methodology developed in the 

subproject Test-bed, task 202.2. 
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1 Introduction 

1.1 Foundations of DRIVER Methodology 

Dealing with innovative solutions in Crisis Management (CM) demands a structured and systematic 

approach to discover the needs and potential for innovation, to ensure knowledge development and 

identify lessons learnt. Potential solutions may cover one or more dimensions within CM: human 

factors, processes, technology, regulations or organisation.  

The purpose of developing, conducting and assessing experiments within DRIVER is threefold. First 

and foremost, experiments are used to demonstrate how the practical value of specific innovative 

Crisis Management solutions can be assessed in a pragmatic and systematic way. Second, they are 

used to test the usability of the DRIVER methodology and consequently to improve it to a point 

where it can be used as a practical guideline by practitioners outside the project. Finally, they are 

also used to evaluate and improve the DRIVER Test-bed itself, a support environment that simplifies 

the task of implementing, running and assessing the experiments. 

The underlying methodological approach that is followed by the project is known as Concept 

Development & Experimentation (CD&E) and originates from the military domain.1 CD&E defines a 

way to develop new concepts, by experiencing the challenges, developing and evaluating the new 

concept in a realistic setting before expensive resources are being acquired or before organisational 

changes are being implemented. CD&E is a creative process where a concept is developed through 

brainstorming, evaluation sessions and analyses combined with input from experiments. 

Alberts et al (2002) [3] remark that the focus of the experimentation is twofold: i) all key concepts 

should be understood by all experimentation members and advisory practitioners involved, and ii) 

the focus should be set on refining the concept in a learning-by-doing approach. The development of 

a concept starts with an initial concept idea. It starts from either a need or capability gap, or from a 

new opportunity or new solution. The lines of development are defined and the concept grows to 

include all. It is important that the concept matures along all the determined lines of development 

already in the early phases of the CD&E process until the concept can be demonstrated or trialled in 

a relevant operational setting. During the development, the concept will be assessed in experiments, 

including some or all lines of development. These will provide important input for the further 

development of the concept, or its rejection if it does not provide added value. This is the iterative 

nature of CD&E. The final evaluation of the steps of a CD&E process results in an evidence-based 

recommendation with respect to the proposed new concept. The concept has now matured and is 

ready for implementation [4].   

Hence, in the CD&E new solutions and ideas are iteratively tested (multiple scenarios, 

interoperability, etc.) by a series of controlled experiments addressing different research questions. 

                                                           
1
 According to NATO, CD&E is one of the tools enabling the structured development of creative and innovative 

ideas into viable solutions for capability development [1] 
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Results can be then used to further develop the concept until operational capability is reached. 

Concepts can also be rejected, if it turns out that they do not provide added value or are not cost-

efficient. 

Within DRIVER we adapt and adjust the CD&E process to the CM domain in general and the Test-bed 

in particular. More specifically, the CD&E approach is used as a method that will support the 

evaluation of new solutions. Starting with small cases, the solution requirements increase through a 

higher complexity of the test cases, e.g. by adding more CM organizations, extending the period of 

relief operations or considering cascading effects. In a context where science and research meet the 

“real world” the term “experimentation” might be misunderstood as a classical experiment in natural 

sciences focusing on quantitative research methods (like setting up controlled laboratory experiment 

environments or the evaluation of specific hypotheses). Looking at the main objectives of DRIVER – 

improving the capability development in CM, identification of promising solitions and creating a 

more shared understanding of CM across Europe – the nature of the experiments must be 

interpretivist. I.e. the performance of a particular solution has to be reflected from the practitioners 

point of view, hence in a qualitative manner. CD&E explicitly suggests several qualitative data 

collection techniques in order to identify the impact of a particular concept to a given problem or 

need, e.g. the execution and analysis of interviews during observations. This in turn allows DRIVER to 

explore and discover “real” performance and effectiveness in CM as perceived and experienced by 

those who are actually doing the work in the field. Of course, a couple of existing generic 

performance measures can and are already applied in DRIVER experiments. It will be mainly the 

analysis of a context-dependent (user or system) experience of solutions being able to assess its 

relevance, usefulness, and maturity. At a first glance such a mixed approach of quantitative and 

qualitative research appears to be contentious because of being eclectic (i.e. building upon contrary 

philosophical assumptions and epistemologies). However, in context of a demonstration project like 

DRIVER it is the required method of choice in order to meet the practitioner’s needs in learning, 

experiencing and understanding the performance of new CM solutions. 

 

1.2 Document Overview 

Besides the introductory chapter, the deliverable contains the following two sections: 

Section 2: Measuring Performance in Crisis Management Experiments introduces the performance 

measurement scope in DRIVER experiments and provides several methodologies how coherent 

performance measurement in Crisis Management must be identified. This section clarifies the used 

terminology and gives an overview of applied methods. Based on elaborated Crisis Management 

functions, an iterative approach to experimentation is given as well as considerations for establishing 

meaningful performance indicators. 

Section 3: Guidelines and recommendations is divided in two parts. The first one devoted to provide 

general guidelines for establishing effective metrics. Examples of performance and effectiveness 

metrics in CM are given. The general guidelines are followed by recommendations in specific topics 

such as data collection, creation of questionnaires and selection of testing groups. 
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2 Measuring Performance in Crisis 

Management Experiments 

When following the CD&E based approach for collaboratively creating a valuable capability for Crisis 

Management, several general activities have to be conducted. First, the performance measurement 

scope including all perspectives and relations has to be clarified. Then, a basic concept and 

corresponding objectives and research questions need to be elaborated. These may be of preliminary 

nature and must be refined to the practitioners’ and experiments’ needs during the experimentation 

planning process. Based on the identified objectives, different measures of performance and 

effectiveness can be derived. With these measures at hand, a set of specific indicators and target 

values needs to be defined in order to enable an evaluation of the tested solutions. The development 

of appropriate measures and metrics is a non-trivial task in a Crisis Management experiments 

because effectiveness has a different meaning for the involved relief organizations (e.g. fast rescue 

by fire fighters vs. adequate transportation of wounded people by paramedics) and it varies over 

time (e.g. consideration of costs in the immediate response vs. the reconstruction phase). Besides, 

the solutions involved in a CM experiment require an appropriate consideration and differentiation 

concerning the contribution to mission objectives. In order to meet these needs, the performance 

measurement approach of DRIVER experiments must provide (i) a general set of rules and guidelines 

regarding measurement requirements and (ii) appropriate procedures describing how specific 

performance and effectiveness measures can be found. 

 

2.1 Performance Measurement Scope in DRIVER Experiments 

Before presenting the guidelines how relevant performance indicators will be identified, it is 

important to define the scope of what should be measured during DRIVER experiments. Because of 

the functional complexity of specific measurement “objects”, the first step is to categorize them 

according to the DRIVER logic before specific Key Performance Indicators (KPIs) can be identified. The 

following figure illustrates the architecture of the DRIVER performance measurement dimensions. 



  

 
Document name: D23.21 - Performance and Effectiveness Metrics in Crisis Management 

Experiments 

Page:   12 of 43 

Reference: D23.21 Dissemination:  PU Version: 3.0 Status: Final 

 

 
Figure 1: Performance Measurement Dimensions in DRIVER Experiments 

The three dimensions include the experiment dimension, the solution dimension and – as the core 

DRIVER dimension – the Crisis Management dimension. All three performance measurement 

dimensions are served by an overall performance measurement experiment support, where all 

potentially relevant guidelines, recommendations, and experiment data is collected, stored and 

processed (e.g. the actual KPI definition guidelines, generic KPIs, domain-specific KPIs or data storage 

policies).  

The experiment dimension covers the perspective of the experiment owner and measures all 

relevant data which related to what the predefined experiment objectives. One example in case of 

volunteer management could be the question how many voluntary (unpaid) participants could be 

motivated to join an experiment or in case of logistics if all relevant tasks could be executed within 

the planned experiment time frame. The experiment objectives are defined by the experiment 

owner, but the main source are the CM end-user needs and, hence, the objectives of the missions 

being simulated in an experiment. In order to “operationalise” the experiment objectives, 

experiment modules are derived (e.g. communication and coordination of volunteers taking part in 

the experiment). Within this module, the experiment owner is able to define which processes are 

required to fulfil the objectives and assign specific weighting. This step contains an estimation of the 

effectiveness of each process (with relation to the experiment objectives). Once this task is done, the 

experiment owner can apply the PM guidelines to deduce specific and relevant KPIs. 

The CM dimension is, however, the key performance measurement area. The identification of CM 

objectives, described as mission objectives, is the foremost place to indicate whether a change of a 

process, the application of a new technology or a training module has an impact on the CM 

performance. Besides, the CM objectives need to be understood as the determining element of 

experiment objectives and the decision support objectives. Due to the different relief situations, 

stakeholders and time horizons the measurement objects vary in terms of specific roles, tasks, and 

processes. The question if a particular performance is effective or not can only be evaluated once the 
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involved actors and their responsibilities and practices are defined. These definitions have to be used 

to identify and configure the appropriate KPIs.  

Finally yet importantly, the solutions dimension must be measured in order to learn whether a 

particular piece of technology or a new process has the potential to drive innovation in CM. The 

solutions objectives have always a relation to ease or support one particular decision making process, 

even if this is only defined as a new standard operational procedure. Hence, the decision support 

objectives build the first starting point for evaluating the performance of a particular solution. These 

objectives need to be derived or at least have a direct relation to the CM objectives, in terms of a 

practical impact. The identified objectives can be used to extract specific solution functions which in 

turn can be used to derive appropriate KPIs. One important aspect here is that the KPIs need to have 

a relation to the CM KPIs. To give an example, a high usability of software might be absolutely 

irrelevant because the software itself has no contribution to the relevant CM performance (which 

does not mean, usability does not have to be measured, but its CM impact is key for the overall 

evaluation).  

Having the three dimensions and its interrelations in mind, this document (and the work in D23.21) 

provides a guidance to identify relevant KPIs. This process is supported with generic rules of 

performance measurement approaches (including a dedicated SotA analysis with links to existing 

performance measurement approaches), guidelines and recommendations. 

 

2.2 Iterative Development of Experiments 

Experimentation for capacity building requires a continuous development due to the different 

interest of practitioners and the complex interaction between CM solutions. In general, the 

monolithic approach of designing completely the experiment followed-up by a one-shot execution is 

too simplistic to achieve successful results.  

As indicated in chapter 1, DRIVER leverages from the CD&E approach to establish an iterative 

development through a series of frequent and rapid periods. A practitioner may choose among 

different tools and methods in a single iteration depending on the kind of experiment, such as 

brainstorming, focus groups, evaluation sessions, simulations, analyses in operational settings, etc. 

Regardless of the option, the following key rules should always be satisfied: 

 The iteration begins with an assessment of the current status followed by the planning of the 

future work. The whole experiment team will agree on the concrete goals for the next 

increment, prioritizing the objectives. The team should focus on a manageable (small) 

number of specific areas of improvement for each iteration. 

 All personnel involved (experiment owner and staff, volunteers, external evaluators, 

observers, etc.) has to be informed of the objectives. 

 Speed is critical to enable the team to schedule a realistic amount of work. In case that the 

estimated workload for achieving the primary goals is too large, the objectives shall be 

broken down into smaller ones and only the less important ones will be delayed to a future 

iteration. As a general rule, no iteration should last more than 3-4 months. 
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 Frequent meetings are organized where all team members review their progress and new 

short-term tasks are assigned. This meeting should not exceed 15-30 minutes. 

 The results are reviewed at the end of the iteration. The team assesses the work done in the 

iteration and the progress preformed for the whole experiment. 

Take for example an experiment to enhance closer civil-military cooperation in a humanitarian crisis. 

A typical first iteration can be the identification of relevant organizations that support humanitarian 

operations at different levels, ranging from the field to policy makers to operational personnel, and 

to have a focus group to gather lessons learnt on past experiences. The objective would be to 

organize a workshop were current practices are analysed, and the iteration outcome should be a list 

of obstacles and bottlenecks identified in the workshop. At the end of the iteration, the team should 

agree on the main 3 obstacles, in agreement with the external stakeholders involved, and draft a 

plan on how to address them. At this point the first iteration ends, setting an initial guidance on how 

to focus a meaningful experiment for this topic. Needless to say, these objectives have to be further 

defined or may even be replaced by others during the experiment development process. 

 

2.3 Objectives and Aimed Capabilities 

In order to identify objectives in CM experiments, the first step is to identify and structure 

practitioner realities involved in CM, e.g. specific tasks, processes or workflows. The ACRIMAS project 

[8] has developed a functional model that categorizes three main types of CM tasks, also called 

functions, each of them divided into sub-functions (see Figure 2). The three main groups of functions 

are the following: 

 Preparatory functions, which aim, prior to crisis events, to improve the capabilities to carry 

out operational and supporting tasks. 

 Supporting functions, which support one, more or all operational tasks during a crisis; 

 Operational functions, which are directly involved in minimising the effects of crisis events 

(e.g. damage reduction and avoiding cascading crisis events). 

From a thematic perspective, the needs and gaps that are addressed by DRIVER have been detailed 

in the state of the art analysis at the beginning of the project [9]. DRIVER SP3 mainly contributes to 

the tasks “Inform and involve the public” (operational) and “Community awareness raising” 

(preparatory). SP4 provides tools for enhancing different supporting tasks as shown in Figure 2; 

details on needs and gaps covered by SP4 can be found in Annex 4 of D42.1 – Final report on 

architecture design [10]. SP5 supports the tasks “Training and Exercise” and “Evaluation” 

(preparatory) and “Inform and involve the public” (operational). 
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Figure 2: Functional classification of CM tasks. 

 

These CM functions offer a common ground for all members of the CM community to discuss and 

agree on the key areas an experiment might focus on. For instance, the experimentation team 

usually starts with a rough idea of the issues and possible solutions that need to be studied. 

However, the participants might not have a clear understanding of the way an experiment should be 

designed and of the key indicators that need to be measured in the experiment. In such cases, focus 

groups or expert interviews can help to broaden the vision on the concept and subject under study. A 

simple demonstration of the solutions, followed by a structured discussion can help to design an 

improved experiment that addresses the specific objectives of the CM practitioners. Following the 

iterative approach described in section 2.1, the experiment team starts with gathering the basic 

issues and needed capabilities with different stakeholders. Based on the outcomes of this first 

iteration, a first set of research questions and measures can be elaborated. The example below 

describes this process in DRIVER applied to the sub-function “volunteer management”.  



  

 
Document name: D23.21 - Performance and Effectiveness Metrics in Crisis Management 

Experiments 

Page:   16 of 43 

Reference: D23.21 Dissemination:  PU Version: 3.0 Status: Final 

 

Example: Objectives and research questions volunteer management 

The sub-function “volunteer management” was identified as a gap or useful addition to the European 
Crisis Management functions (see [8]). It was described as part of the operational task “Inform or 
involve the public”, which concerns Early Warning of threatened people and Communication 
Management to the public and the (social) media providing information on a (threatening) crisis 
event, including realistic guidelines on: 
 

a) Methods and solutions that allow individualized informing of the citizens based on the “need 
to know” and “able to understand” considerations;  

b) Methods and solutions that allow efficient use of citizens as auxiliary resources that are 
activated and managed as a part of the overall Crisis Management system. 

 
In order to assess the added value of the function or operational task “Inform or involve the public”, 
one consequently has to assess the following: 

1. To what extent does Crisis Management become more effective, when the general public is 
informed on behavioural requirements before, during and after an incident? Does the added 
value outweigh the risks and the costs (taking into account the solutions at our disposal)? 

2. To what extent does Crisis Management become more effective, when volunteers are better 
prepared? Does the added value outweigh the costs? 

3. To what extent does Crisis Management become more effective, when spontaneous 
volunteers are pre-organised? Does the added value outweigh the costs? 

 
This in turn can be tested during DRIVER experiments. Potential key research questions, and 
objectives could be: 
 
Better informed public: 
Research questions: (how) can the offered methods and solutions contribute to this goal? Does the 
improved informing change, e.g., the amount of people that are able to help themselves? Does it 
change the amount of people that are able to help others or lower the total costs of the aftermath 
phase? 
Objective: Investigate the benefits of informing the public during a crisis event and examine the 
effects on total costs. 
 
Better prepared volunteers:  
Research question: (how) can the offered methods and solutions contribute to this goal? Does the 
improved preparation, e.g., reduce the occurrence of psychological and physical harm for 
volunteers? Are volunteers able to perform their tasks more efficiently? 
Objective: Investigate the effects of improved preparation of volunteers on physical/psychological 
harm and effectiveness of volunteer operations.  
 
Affiliated volunteers:  
Research question: Does pre-organisation simplify the management, e.g. by reducing the amount of 
time that professionals (or professional volunteers) need to handle spontaneous volunteers? 
Objective: Investigate the effects on time and cost for management processes when comparing pre-
organized versus spontaneous volunteer acquisition.  
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2.4 Identification of Performance Drivers 

A literature analysis of publications dealing with performance measurement in Crisis Management2 

within Scopus, the largest abstract and citation database for peer-reviewed literature3, results in 

more than 500 hits. Comparing the number of relevant sources per year, it becomes obvious that 

there is an ongoing increase of results starting in the early 2000s with a peak in 2006, which is two 

years after the major south east Asian tsunami disaster. Since then, publications have increased even 

more with a maximum of more than 50 sources in 2013 (see Figure 3). 

 
Figure 3: Number of publications per year 

 

Results stem from a wide variety of research areas, including Social Sciences, Business and 

Management, Engineering and Computer Science among the top ones (see Figure 4).  

                                                           
2
 The search term („performance measurement“ OR effectiveness) AND („crisis management“ OR „disaster 

relief“) has been used. 
3
 https://www.elsevier.com/solutions/scopus 
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Figure 4: Subject areas of search results 

 

However, when reviewing the first sources, it becomes apparent, that especially by including 

“effectiveness” in the search term, the search delivers many results which only measure the 

effectiveness of e.g. the model or algorithm that has been developed. Having excluded the term 

“effectiveness”, the search only leads to 14 results. The excluded sources are not necessarily 

concerned with the performance measurement of Crisis Management itself but rather try to provide 

a solution to a problem and aim at measuring the effectiveness of this specific solution. Nonetheless, 

they are of interest, as even when giving statements about the effectiveness of one single model, 

algorithm etc. certain methods for doing so have to be developed or applied.  

Considering only sources which deal with experiment-related performance measurement by 

extending the search term, i.e. adding “AND experiment” to it, leads to a significantly less amount of 

sources. Only 34 out of the over 500 publication satisfy the refined search term. While the yearly 

amount of publications shows similar behavior as the first search, the results of the refined search 

mostly stem from more technical research areas such as computer science or engineering (see Figure 

5). 
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Figure 5: Subject areas of refined search results 

 

One major insight of the sources is that the performance measurement of disaster relief operations 

is a difficult task due to various challenges which can be classified in four categories [40]:  

1. Evaluation based on value judgement: Any evaluation needs to be based on certain values, 

i.e. in order to be capable of assessing how successful an operation has been there need to 

be values which define what is supposed to be successful. At least implicitly, these values, 

which can also be understood or formulated as objectives of an operation, will always be 

based on subjective opinion and personal beliefs. 

2. Complexity of crisis situations: The high complexity of crisis situations significantly affects the 

way how a relief operation can be analyzed, understood and evaluated. High dependencies 

and complicated relationships between actors as well as causal ones lead to great difficulties 

when trying to understand what happened as well as why it happened. 

3. Questionable validity of information: When evaluating an operation, this evaluation has to be 

based on information about how the course of events during the operation. Often such 

information is gained by conducting interviews etc. and rarely based on e.g. ongoing data 

collection. Consequently, there is always the question how reliable humans are as a source of 

information and therefore how valid the information is on which an evaluation is based 

upon. 

4. Limiting operation conditions: Every disaster relief operation can have negative effects or 

outcomes, which simply could not have been prevented, independently of how successful 

the operation has been. Any immediate and unavoidable casualties caused by the crisis 

should not be included into the evaluation of an operation. For example, the number of 

injured people is not relevant for the evaluation while the time until they receive help is. 

Overall, it can be difficult to distinguish between the evaluation of the operation’s 

performance itself and the analysis of what might have happened under different 

circumstances. 
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In general, these challenges make it difficult to establish a generic performance measurement 

approach for Crisis Management. Hence, the SotA analysis confirms the iterative approach to 

develop relevant KPIs in a participative way. Owen et al. (2016) also concludes that before suggesting 

measures to assess Crisis Management, it is necessary to understand the complex and often 

intertwined challenges and relationships of Crisis Management and its actors. Only after making 

sense of the interaction between the underlying value base and the events and actions of an 

operation, methods to measure and evaluate the performance of it can be developed [41]. Overall, 

already the short literature search shows that the high variety in scenarios, tasks, stakeholders etc. 

related to disasters, results in a lack of generic performance indicators – especially when evaluating 

Crisis Management experiments. The results of the SotA analysis are stored as they might be 

reconsidered for specific measurement approaches (e.g. an open KPI set for humanitarian logistics 

scenarios, see [41]). 

To sum it up, the identification of value adding concepts or solutions in CM can only be achieved 

through a context-dependent or specific measurement, analysis and adjustment of its exemplary 

application in artificial environments, experiments, trials, serious games or exercises. For 

performance measurement a set of indicators and its explicit relation to tasks, processes and 

organization- or mission-specific targets is necessary. Each indicator might have a weighted 

importance for the overall performance, and that is the reason why the identification of KPIs is 

needed. KPIs represent a set of measures focusing on those aspects of organizational performance 

that are most critical for the current and future success of the organization [11]. A systematization 

and categorization of potential KPIs prevents an isolated view and possible misinterpretation. Thus, 

the indicators can be related to each other and weighted by targeting specific objectives [39]. 

However, because of the different actors involved in CM operations, different processes with specific 

objectives and relations need to be considered for the identification of relevant KPIs for an 

experiment. The findings from the SotA described above offer a huge source of potentially 

appropriate indicators. They can be considered as an open set of CM KPIs. However, in order to 

ensure the relevance of the KPIs in particular DRIVER experiments, a specific set of KPIs needs to be 

developed for each experiment. The achieved results (i.e. the identified KPIs and its application 

during experiments) need to be stored and documented in order to become part of a DRIVER specific 

KPI set in the DRIVER Test-bed. Thus, instead of providing a compilation of existing KPIs (and metrics 

which probably are not describing the effectiveness of tasks or solution) the present document 

suggests procedures and rules how to identify and develop appropriate measures. A recourse to the 

SotA will always be one of the first steps during the definition of specific KPI. 

 

Below an example for the sub-function “volunteer management” is elaborated. 

Example:  Defining measures for volunteer management 

In order to assess the added value of the sub-function “volunteer management”, one consequently 
has to define meaningful measures for performance and effectiveness. Exemplary measures applied 
in project management are: 

 safety, 

 time, 

 cost, 
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 resources, 

 scope, 

 quality, and 

 actions. 
 

These measures need to be adapted to the specific context and objectives in Crisis Management. 
Staring from these general measures, an iterative approach is applied in DRIVER to continuously 
redefine and detail those measures to reflect specific aspects of a central sub-function or solution to 
be assessed. 
 
Potential measures for volunteer management derived from the above categories could be: 
 
Better informed public: 
Measures: e.g., resources assigned to inform the public, costs of information/data preparation and 
provision 
 
Better prepared volunteers:  
Measures: efficiency of volunteer work, quality of volunteer work, occurrence of 
physical/psychological harm 
 
Affiliated volunteers:  
Measures: e.g., time needed to manage volunteer work, resources needed to manage volunteer 
work 

 

Different parameters can then be applied to assign each measure with appropriate metrics. The 

parameters represent those capabilities or characteristics so significant that failure to meet the 

threshold value of performance can cause for the concept or system selected to be re-evaluated or 

terminated. The next section explains the meaning and usage of parameters. 

 

2.5 Parameters and Scoring 

In order to monitor the performance, the experiment team has to define a number of relevant KPIs. 

These KPIs provide a way to quantify the key outcomes of the experiment and assess the 

performance of individual parts of the experiments. To determine clear KPIs is an essential part of 

the experiment planning.  

The number of KPIs that are defined for an experiment should be kept low in order to assure that the 

experiment design can be focused and to simplify the task of interpreting the results. Typically 3-5 

parameters are a reasonable amount for handling small/medium-sized experiments. For complex 

experiments, a manageable number of parameters can increase up to approximately 20 variables 

[12]. On top of this, a number of KPIs must be defined at project level as a way to monitor the formal 

development of the experiments, asses the risks and trigger the risk mitigation procedures (if 

needed) in a timely and appropriate manner. Thus, the performance measurement approach might 
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consist of function or task specific KPIs, which are connected to the solutions as well as experiment 

specific KPIs, which are related to the overall CM mission. 

As observed in the identified SotA and experienced in projects of several DRIVER consortium 

partners, very few of these can be defined upfront. This means that defining the appropriate KPIs 

must be an iterative task following a predefined process and considering dedicated rules. In the 

following three rules to be considered during such a process are described. 

 The SMART Rule 2.5.1

Peter Drucker’s management by objectives [15] set a basic criteria for the identification of KPIs. As a 

mnemonic, Drucker refers to the SMART rule that summarizes conditions that every well-designed 

indicator must meet. The five conditions that lie behind the abbreviation SMART are: 

 SPECIFIC: it has to be clearly stated what the parameter is measuring. That is, the parameter 

to be measured must be defined in a way that does not leave place for interpretations by 

different observers. So in here a series of specific “W” questions must be answered: 

o What is to be done? 

o Who is involved in? 

o Where would it be done? 

o Which are the requirements and constraints? 

o Why is this needed to be done? 

 MEASURABLE: the parameter must quantify the progress of a capability. This condition 

answers the question “how do you know it would meet expectations?” and also helps 

defining the objectives using a series of assessable terms such as quantity, frequency, costs 

or deadlines. 

 ACHIEVABLE: the resources to measure a parameter must be realistic and negligible 

compared with the overall effort that is required to define, organise, execute and assess the 

experiment. In other words, it could answer the following question: “Is the person/team able 

to achieve the measurable objectives? 

 RELEVANT: the parameter must be an indicator that is of strategic interest for the 

experiment owners and isn’t already quantified by another indicator. Parameters that do not 

provide new and important (relevant) insights that may influence decision-making are 

useless. So it will answer if the experiment should be done, why and also what the impact 

will be. 

 TIME-BOUND: the indicator must represent the state of the experiment at a certain moment 

in time when the (iteration of) the experiment is executed. 
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 Metrics and Scoring 2.5.2

All KPIs are meant to provide measurable quantities even though in some cases they may represent 

qualitative metrics. Below we provide an overview of common metrics. 

 

Binary 

Some aspects or services can only be assessed in a binary way, indicating whether a desired state is 

present or not, with a yes/no metric. These aspects have nothing to be gained by improving them 

beyond the level of adequacy. An example would be compliance with standards; no additional work 

is needed to improve a solution in this respect if this requirement is already satisfied. 

 

Numerical 

The level of performance can be directly measured numerically as they can be counted in a simple 

mathematical way. It is easy to establish a KPI for numerical aspects because quality is expressed 

with, 

 Absolute numerical value: for example, the total number of volunteers taking part in an 

experiment or total number of factors that has to be considered by a decision-maker. 

 Proportion in relation to a baseline: for example, the percentage of network bandwidth used 

or the relative humidity of air. 

 

Subjective 

Subjective measures are linked to a subjective or qualitative assessment. They are usually expressed 

by integer numbers according to ranges of the level of performance. For instance, in customer 

satisfaction rating surveys ranging from 1 to 5 (1=very poor, 2=poor, 3=acceptable, 4=good, 5=very 

good). 

An important aspect in evaluating the collected data of an experiment is to carefully consider target 

values for each metric. The outcome of an experiment strongly relies on defining what values of a 

parameter indicate success and what parameters result in the failure/nonfulfillment of an 

experiment’s objective.  

 

Example:  Setting parameters: Applying the SMART rule 

Following the example of “volunteer management” (section 1.1), different parameters can be set up 
according to the SMART rule. 
 
In terms of planning: 

 Minimum/maximum number of volunteers needed for the experiment (numerical value) 

 In case of hosting an experimentation campaign in different countries, it may be needed to 
translate the documentation to the native languages. 
Cost of the translation (numerical value in euros) 
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In terms of organization and personnel: 

 Are volunteers capable of performing their duties without supervision? (binary answer: 
yes/no) 

 If they need supervision, ratio of volunteers per supervisor (percentage) 
 
In terms of equipment and systems: 

 Number of mobile devices that volunteers have to carry for an optimal operational efficiency 
(numerical value)4 

 
In terms of training: 

 Do volunteers require of any training previous to the experiment execution? (binary answer: 
yes/no) 

 Percentage of volunteers that require training (numerical value) 

 Total cost of training per volunteer (numerical value in euros) 
 
In terms of evaluation, let us assume that volunteers will be interviewed to provide their feedback 
after the experiment: 

 Total number of interviewers (numerical value) 

 Ratio of volunteers interviewed (percentage) 
 

 

 Scoring and Decision Making 2.5.3

In the preceding sections KPIs as direct measurements of key aspects in the experiment. One 

important topic within CM experimentation is the need to involve stakeholders with different 

interest to enrich the experiment and test several aspects of capacity building. This implies the 

necessity to define common parameters in order to assess whether objectives of an experiment have 

been met. 

Necessarily a collaborative methodology must be put in place to reach trade-off interests between all 

involved parties. All stakeholders must have the opportunity to be involved in the experiment from 

the beginning, including during the objectives and parameters setting. The most effective way is to 

organize regular meetings with end-users and practitioners to assess the progress. Below, some 

options are introduced to foster a collaborative parameter development. 

 Parameters exposition: with this technique an initial list of parameters is presented in a 

workshop. The aim is to offer an idea of what the experiments’ measures are and foster the 

refinements. 

 Parameters wall clustering: is an exercise to group parameters based on objectives or 

complementary activities. Discussing the parameters associations and deciding the 

appropriate clustering ensures the end-user involvement. Furthermore, it helps to analyse 

the experiment from different points of view. Taking a DRIVER example, an experiment 

                                                           
4
 Notice that the effective operational efficiency can be seen as subjective parameter itself, measured from 1 

(very poor) to 5 (very good) by the evaluators. 
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involving SP3 and SP5 solutions should be analysed from both point of views, civil societal 

resilience and training and learning. 

 

The overall assessment of the success of a concrete experiment or aspect of that experiment can be 

very complex and time-consuming. This is especially the case, when considering a set of 

heterogeneous and possibly conflicting parameters. A popular example is the balance between cost, 

time and resources. Reducing e.g. transportation time of relief goods to the crisis location is most 

often associated with an increase in cost and assigned resources. To be able to decide on the 

performance and effectiveness of a proposed CM solution, the experiment team or measurement 

framework applied has to be able to evaluate multiple, partly conflicting parameters against an 

overall objective. The underlying problem is commonly known as Multiple-criteria decision-making 

(MCDM) or multiple-criteria decision analysis (MCDA). An introduction to this approach can be found 

e.g. in [18]. One good applicable method for decision making for these kinds of problem statements 

is the analytic hierarchy process (AHP).  

The AHP is a structured technique for organizing and analysing complex decisions, based on 

mathematics and psychology. It has particular application in group decision making and is used 

around the world in a wide variety of fields of application, from government, business, industry, to 

healthcare and education. It is an interesting approach to be integrated into DRIVER, because it 

builds upon collaborative decision making enabling the consideration of different interests and 

points of view (e.g., practitioners, system developers, crisis managers and experiment leaders etc.). 

The procedure for using the AHP can be summarized as: 

1. Model the problem as a hierarchy containing the experiment’s objectives, the alternatives 

and measures for reaching it, and the parameters for evaluating the alternatives. 

2. Establish priorities among the elements of the hierarchy by making a series of judgments 

based on pairwise comparisons of the elements. For example, when comparing pre-

organized and spontaneous volunteer assignment, the crisis managers might say they prefer 

timing before costs and costs before resources. 

3. Synthesize these judgments to yield a set of overall priorities for the hierarchy. This would 

combine the stakeholders’ judgments about costs, price, quality and timing for each assessed 

capability/solution. 

4. Check the consistency of the judgments. 

5. Come to a final success evaluation based on the results of this process 

 

This procedure can well be reflected in the methodology of DRIVER and the CD&E approach (see 

Figure 1). Starting with the initial concept and refining associated parameters continuously in close 

collaboration with practitioners, experiment leaders of SP3-4-5, solution and platform providers and 

crisis managers until an aimed capability is achieved or all objectives are met. This might also include 

the nonfulfillment of several aspects and the overall decision against implementing a proposed 

solution. 
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3 Guidelines and Recommendations 

3.1 General Guidelines to Establish Metrics 

As explained in chapters 1 and 2, the CD&E approach is of iterative nature. Namely, solutions and 

ideas are iteratively tested in experimental activities. This ensures that the development of both 

concepts and solutions is refined and validated from the beginning of the process until the 

implementation phase. This approach applies also to the establishment of metrics and measurement. 

From the initial experiment formulation until the detailed experiment plan, refinement may be 

needed with regards to the validity and applicability of methods. With this premise in mind, the 

guidelines provided below are general and refer only to: 

 The experiment design phase (e.g. the formulation of the objectives; the definition of criteria 

of success etc.) 

 Technologically driven experiments, namely experiments in which technical solutions are 

assessed for different purposes. 

 

In order to establish relevant and adequate metrics, the following general guidelines can be used:  

1. Clearly formulate the objective of an experiment and the research questions  

2. An overall methodology must be decided to gather evidence to address the objective and 

research questions.  

3. Ethical and privacy considerations should be taken into account. For instance: registering and 

storing personal data, combining data-sets. 

4. A clear statement of the expected outcomes should be elaborated. For instance: less time 

needed, less errors made, more considerations taken into account during the decision-

making process, less experienced workload and stress, effective task performance with less 

personnel, increased job satisfaction, increased number of volunteers, etcetera.   

5. Clearly definite the criteria for success of the experiment. For instance, 10% less time 

needed, 20% less errors, 15% increased job satisfaction, 25% less costs. 

 

Some typical objectives and research questions of an experiment may include: 

 Test functionality and features of a single technology: Can a task be performed? Does the 

tool contribute to the function it is supposed to contribute to? 

 Test a particular configuration of technologies (interoperability, benchmarking): are 

technologies working seamlessly with other tools to provide a given function or in 

conjunction with other functions (and tools therein) at system of systems level? 

 Test effectiveness of (configuration of) technology in a given setting (for a particular user 

group or in a given cooperation scenario): are tasks performed faster and/or better? 

 Test functioning and features of a single concept or functionality (part of an existing technical 

solution): can a task be performed faster and/or better? 
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 Test effectiveness of an organizational / procedural approach: are tasks performed faster 

and/or better? 

 Evaluate cost-benefit of solutions / approaches: are certain technologies / approaches a 

good investment option for an organization (operational benefit in relation to life-cycle 

costs)?  

 

Secondly, experiments will be designed differently depending on which level of Crisis Management is 

addressed. Experiment and mission objectives must address expected outcomes, and tasks and 

metrics must be designed accordingly. The following levels can be identified:  

 Technical: test device or software  

 Operational: improve operations in the field  

 Tactical: improve situation awareness, command and control; improve decision making  

 Strategic: guide investments in innovation; improve preparedness, capabilities, etc.  

 Systemic: influence Civil Protection system in a MS and in the EU. 

 

Example:  Setting objectives and metrics for different levels of CM 
 
Following the levels of Crisis Management, different objectives and metrics might be applicable to 
evaluate an experiment’s success. Below are some common examples of these entities: 
 
Technical: Possible objectives could be to assess, if a specific task can be performed with the 
support of the solution. Or if the solution would be perceived by practitioners as valuable support 
during a crisis event. The metrics applicable in this case could be the usability (w.r.t. system usability 
scale[21]) in the categories acceptance, the overall confidence level in the solution or the mean 
required training times. 
 
Operational: Possible objectives at the operational level could be to assess, if the applied solution is 
able to contribute to distributing humanitarian goods more efficiently. This can be for instance 
evaluated by the mean transportation time or the average number of resources needed to 
accomplish a specific task. 
 
Tactical: Possible objectives at the tactical level could be to assess, if the situational awareness 
and/or workload of a practitioner could be either improved or remains unaffected when applying 
the new solution. This can most easily assessed by SAGAT [22] or NASA TLX [23][24]. 
 
Strategic: Possible objectives at the strategic level could be to assess, if the proposed solution, 
process or concept improves the strategic decision-making effectiveness. Measuring the 
effectiveness of Crisis Management decision-making and processes could be performed by applying 
well-proven and well-known methods for integrated process improvement, e.g. Business Process 
Improvement (BPI) [25].  
 
Systemic: Possible objectives at the strategic level could be to assess, if the proposed solution, 
process or concept has an effect on the Civil protection system. Possible metrics could be the 
number of standards for CM elaborated and proposed. 
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A third element to consider is the level of complexity and realism needed in an experiment, and the 

extent to which a controlled setting can and should be created. Some examples of different levels of 

complexity and realism include: 

 Single device. 

 Single technology in controlled environment (e.g. comparison of mobile devices). 

 Range of connected technologies in controlled environment (e.g. information exchange 

between field and HQ). 

 Human-computer interaction in laboratory. 

 Table-top or serious gaming exercise testing tactical procedures 

 Human-computer interaction, combined with technology testing, in realistic adverse 

conditions. 

 

Within DRIVER, solutions or capabilities addressing different Crisis Management functions have to be 

experimented in various configurations reflecting the operational reality of EU Crisis Management 

cross-border operations.  

A final important general recommendation refers to triangulation, seeking convergence and 

corroborations of results from different methods focusing on the same phenomenon [19]. Generally, 

mixed-methods research combining both qualitative and quantitative approaches should be used in 

all DRIVER experiments. The main reason is the above-mentioned performance measurement 

dimensions. For instance, a benchmark of different solutions can be executed with a quantitative 

approach (e.g. by runtime comparisons), but the analysis of its contribution to the CM dimension 

requires a qualitative approach (e.g. focus groups with crisis managers in order to discuss benefits 

and drawbacks of a solution). The same rationale can be applied to table-top exercises, if followed by 

in-depth interviews. A single method is unlikely to serve the objectives of complex experiments.  

 

3.2 Recommendations and Common Problems 

 Quantitative and Qualitative Methods for Data Collection 3.2.1

Capturing relevant data during experiments is a crucial aspect of the experiment plan. Specifications 

in the process of data collections, methods and analysis of the evidence are essential part of the 

overall experiment design and execution. There is a great variety of quantitative, qualitative and 

mixed-methods that can be used in DRIVER experiments to collect data. For instance, a 

benchmarking experiment in which different solutions are compared with each other or with a 

reference solution, can rely both on a quantitative approach (e.g. by defining, for instance, a set of 

indicators to measure technological capabilities) and on qualitative methods (e.g. the organization of 

focus groups with crisis managers in order to discuss benefits and drawbacks of a solution). The same 

rationale can be applied to table-top exercises, if followed by in-depth interviews. A single method is 

in most cases unlikely to provide reliable results of complex experiments. Data can be collected using 

several methods. For instance:  
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Interviews  

The spectrum of the interview format is broad, however in this context three main approaches 

should be considered: 

 Structured: also referred to as standardized, are interviews in which the questions and the 

answer categories have been pre-determined and put in an interview schedule (more often 

close questions categorized to facilitate analysis). This method is used if the goals of the 

research are to produce statistical data. A structured interview is often defined as a 

questionnaire. Given the high importance of questionnaires as a tool for collection of 

structured data, their usage is discussed in a dedicated section (3.2.2). 

 Semi-structured: the interview schedule is designed and used by the interviewer but flexibility 

is key here (e.g. the wording of questions, the possibility to ask additional questions not 

included in the interview schedule, etc.). 

 Unstructured: as Dunn puts it, “the conversation in these interviews is actually directed by the 

informant rather than by the set of questions” [27]. 

 

The main obstacle of the interview method for collecting research data is that an interview is not 

always neutral and unbiased. There are certain factors which will influence an interview situation for 

the interviewer and an interviewee. Thus, it reflects subjective viewpoints within a specific situation. 

Details on common problems and recommendations on how to produce meaningful results with 

questionnaires – as an example of a structured interview – are given in section 3.2.2. 

 

Focus groups 

Focus groups are moderated group discussions among a group of selected individuals. This method 

can be traced back to the late 1940s thanks to studies carried out on the social and psychological 

effects of mass communication [28]. They usually involve a small group of people who gather 

together to discuss one or more specific issues with the help of a moderator. According to Stayaert 

and Lisoir, a focus group is a planned discussion among a small group (4-12) of stakeholders 

facilitated by a skilled moderator [29].  The aim is encouraging “a range of responses which provide a 

greater understanding of the attitudes, behaviour, opinions or perceptions of the participants on the 

research issues” [30]. The following are some of the most important features of a focus group [31]: 

 It involves a small number of people in order to enable in-depth discussions on a specific 

area of interest. 

 It is non-directive and needs an open climate. 

 Interaction is a unique feature of the focus group which distinguishes the latter from in-

depth interviews. Group interactions are in fact treated as research data. 

 While the group process assists people to explore their point of view, a (or more than one) 

moderator introduces the topic (focus groups need a stimulus), guides the conversation and 

makes sure to obtain good and accurate information from the discussion. 
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 The sample (participants of the focus group) is well-balanced (age, gender, socio-cultural 

background, etc.) 

 

The purpose of a focus group (and moreover participants in an experiment) is to get reliable and 

valid results representing the viewpoint of different stakeholders. The representative and well-

balanced selection of participants is therefore of high importance, because it directly influences the 

outcome of an experiment. In section 3.2.3 some recommendations for selecting participants for 

focus and study groups are presented.  

 

Surveys 

Surveys are designed to produce statistics about a target population. This kind of research is used to 

generate data where the objective is to explicitly test hypotheses or investigate propositions about, 

for instance, attitudes or perceptions. When designing a survey there are some components which 

are of particular relevance such as sampling and designing questions. As claimed by Gerring, “in 

constructing a sample one should aim to be representative of a broader population, to include 

sufficient observations to assure precision and leverage in the analysis, and to use cases that lie at 

the same level of analysis as the primary inference” [32]. If the representativeness of a chosen 

sample is not considered relevant for the chosen area of analysis, it should be stated in the research 

design. 

According to Fowler “designing and implementing a survey is a systematic process of gathering 

information on a specific topic by asking questions of individuals and then generalizing the results to 

the groups represented by the respondents [26]”. Following this definition in DRIVER, surveys can be 

used to provide a representative overview of different stakeholder groups and their general 

perception of a proposed new concept, process or solution. This especially helps in early project and 

experiment phases to adapt the design process to better reflect stakeholders’ viewpoints and 

objectives. Further on, survey results can help comparing and understanding divergent results 

between different stakeholder groups. Nevertheless, there are various aspects to consider when 

designing and planning a survey. An overview of common problems and recommendations for 

conducting adequate surveys for a specific problem statement are provided in section 3.2.4. 

The choice of a research approach (quantitative, qualitative or mixed) and of specific methods 

depends on the objectives of the experiment and on the parameters chosen to measure their 

satisfaction. While providing a comprehensive list of methods is not the aim of this document, in the 

next iterations of this deliverable a common methodological framework will be provided. The next 

sections (3.2.2 - 3.2.4) provide more detailed recommendations with regard to the selection and 

design of data collection methods relevant for DRIVER.  
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 Creation of Questionnaires 3.2.2

Recommendations are given with respect to using questionnaires, taking into account lessons learnt 

especially during the SP3-4-5 experiments. 

Questionnaires are used as data collection methodology when carrying out a stakeholder 

consultation. Different methodologies are possible, like surveys, interviews, focus groups, 

workshops. Also, a combination of methods can be used. Surveys are often used to approach large 

groups of stakeholders. Interviews can be used to collect more detailed information from specific key 

stakeholders. Focus groups are often used to discuss about specific topics with a group of experts. 

Workshops can be used to have an interactive working session with a representative group of 

stakeholders. For a survey often different questionnaires are made for different stakeholder groups. 

Each questionnaire aims to collect specific information from each stakeholder group. Questionnaires 

can also be used as one of the data collection methods during interaction with stakeholders, as part 

of a focus group or workshop.  

When designing a questionnaire it is necessary to identify the main topics that should be addressed. 

Moreover, open or closed questions should be used. When formulating the questions it is important 

to choose the type of question (open or closed). Closed questions are questions where you select the 

answer from a given list of possible answers. For example: “In which country is the head office of 

your organisation located?” In contrast, open questions give the respondent the opportunity to 

provide the answer in his/her own words. For example, “What are currently the most relevant trends 

in CM in Europe?” The number of open questions should be limited to make filling the questionnaire 

faster and easier to the stakeholder. 

Questions should be as much straightforward and clear as possible. The (technical) terms used in the 

questions should be understandable for most of the respondents, or explained in plain words. It is 

also important to collect sufficient information about the profile of the respondent, so this can be 

used at a later stage to carry out the analysis of the answers to the questionnaire. If insufficient 

profile information is collected, it is in most cases not possible to collect this information afterwards. 

Missing profile information may lead to an incomplete data analysis. An important issue is to follow 

given laws and rules on data protection, when sensitive and/or personal data is collected. DRIVER has 

developed recommendations for ethical research including clear guidance for the partners on how to 

gather, process, store and delete personal data. This information has been set out in the deliverables 

D91.3 Ethical Procedures, Risks and Safeguards [33] as well in D95.21 Planning for Ethical Approvals 

[34] and provides the DRIVER partners with knowledge and practical guidance on how to follow data 

protection procedures, how and when to conduct ethical approvals, what to take into account for the 

inclusion of participants as well as how to mitigate risks and safeguard key ethical principles within 

DRIVER. 

The length of a questionnaire is an important concern in any type of interview. One simple reason is 

that questionnaire length is directly related to completion rate. Long questionnaires tend to cause 

fatigue and discontinuation. In order to get a good response rate for the questionnaire it should not 

be too long. Different authors argue about a recommended maximal length (lying between 5 and 30 

minutes), which highly depends on several factors including e.g. the media used for contacting 

respondents, the purpose of the questionnaire or the complexity of questions [26]. When using a 
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questionnaire that takes longer to complete, this can probably only be used if it is expected that the 

respondents are interested enough in the topic to complete the whole questionnaire. The 

respondents should have enough time to fill in the questionnaire; in most cases the respondents 

should have the questionnaire available for around 2-3 weeks before the deadline. If the 

questionnaire is filled in during an interactive session with the respondents this is not applicable. 

Also, as a general rule it is recommended to send a reminder close to the deadline, for example one 

week in advance. In specific cases, also telephonic reminders can be used, but this requires additional 

budget and is quite time consuming. It is also important to take into account the holiday periods of 

the intended respondents when scheduling the questionnaire. It is recommended to test the 

questionnaire first with a small group of respondents, before sending the questionnaire to the total 

group of respondents. Together with the questionnaire it is in most cases also useful to provide 

additional information, for example back ground information about the topic or examples.  

For providing the questionnaire to the respondents, this can be done via paper or via Internet. In the 

past most questionnaires were done via paper, but nowadays questionnaires are more often 

provided via Internet. Questionnaires to a limited group of respondents can still be provided on 

paper. When approaching a large group of respondents it is recommended to provide the 

questionnaire via Internet. Various open-source tools for creating online questionnaires already exist 

and may be applied in this context (e.g., Google Forms5, SurveyMonkey6, TypeForm7). To select the 

right tool it is recommended to contact other DRIVER partners, which have expertise with using 

these tools. Most research organisations involved in DRIVER have extensive experience with using 

these questionnaire tools. When processing the responses given to the questionnaires it is important 

to take into account the existing European privacy regulations. The respondents should give their 

consent when they are asked to provide personal data. And they should be informed how personal 

data is stored and processed. If possible the collected responses should be anonymized, so they 

cannot be traced back to an individual. Also when presenting the results of the analysis of the 

questionnaires this issue needs to be taken into account. 

 Reliability and Validity of Groups Selection 3.2.3

To be actually able to not only detect but to isolate the reason for change, it is important to compare 

the cause-and-effect relationship in an experiment with a setting that runs under normal/ 

established conditions (not treated by the “cause”) where applicable via a control group.  

This chapter focuses on the selection of participants and groups and as such provides 

recommendations on a) how to mitigate negative effects on validity related to participants and 

groups and b) how to set up and select a control group among the participants.  

In general, as DRIVER experiments usually involve the participation of people, the first rule to follow 

is to take research ethics into account. DRIVER has developed clear and practical guidance to respect 

research ethics, customized for its purpose within the project and which are provided in D91.3– 

                                                           
5
 https://www.google.com/forms/about/ 

6
 https://www.surveymonkey.com/ 

7
 https://www.typeform.com/ 
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Ethical Procedures, Risks and Safeguards [33]. Related to the topic at hand, i.e. Chapter 7 – 

“Recruitment of participants in research” of D91.3 should be consulted. 

3.2.3.1 How to Mitigate Negative Effects on Validity  

The following practical recommendations related to participants in experiments are based on [35] 

and partly adapted/reformulated and simplified to the civil and DRIVER internal use including 

implementation of own lessons learnt identified from previous DRIVER experiments. The main 

requirements on validity are: 

 

1. Ability to Use the New Capability 

Common problem Experiment participants can’t use or employ the new 
capability effectively 

Recommendation Provide sufficient practice time for participants to be able 
to operate and optimally employ the new solution. Not 
only does the new functionality need to be available 
ahead of time, but also it should be clear to all 
participants well ahead of the experiment, how the 
solution is embedded in the operational context and how 
it is intended to be used. 

 

2. Ability to Detect Change 

Common problem Variability of participants within an experiment 

Recommendation  Consistency among participants’ responses can be 
improved prior to the experiment by thoroughly 
training everyone to the same level of performance 
before the start of the experiment. 

 When possible, select similar (homogeneous) 
participants to reduce their variability8. 

 After the experiment, the experiment leader can 
assess the extent of participants’ variability by 
comparing individual scores across participants 
(when possible). 

 When variability is a result of a few outlier cases, 
the experiment analysis can be performed with and 
without outliers to determine the impact of outliers 
on the analysis. 

 

 

                                                           
8
 It is important to notice that too much homogeneity is counter-productive since the experiment results could 

be isolated from actual operations. 
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3. Ability to Isolate the Reason for Change,  

3.a. in Single-Group Experiments 

Common problem Participants change from experiment to experiment 

Recommendation  Monitor for participants’ changes over the course 
of succeeding experiments. Participants may 
become more experienced and proficient, due to 
learning effect, or they may become fatigued, bored, 
or less motivated. Participants’ changes over time 
will produce an increase or decrease in performance 
in later experiments unrelated to the new capability. 

 Counterbalance the sequence of experiments (e.g. 
NG-CG-CG-NG) so a sequential learning effect will 
affect the new-capability group (NG) and the control 
group (CG) to the same extent. 

 Ensure that participants are trained to maximum 
performance and operate at a steady state prior to 
experiment start. 

 Monitor for participant attention which might impact 
experiment results near the end of an experiment. 
When possible, compute each experiment’s outcome 
for only those participants who completed all 
experiments. 

 After the experiment, analyse the experiment data 
arranged by time to determine if increases or 
decreases in performance over time occurred 
irrespective of the nature of the experiment. If 
temporal increases or decreases are found, analysis 
of covariance can be used (with caution) to 
statistically correct for unrelated temporal changes. 

 

3.b. in Multiple-Group Experiments 

Common problem Participant differences between experiment groups 

Recommendation  With large experiment groups, randomly assign 
individuals to different groups when possible.  

 With small treatment groups, use pair-wise 
matching when individual assignment to different 
groups is possible and pre-experiment data on all 
individuals is available for matching purposes. 

 Use each group as its own control when random 
assignment is not possible. Each experiment group 
should use the new capability and the old capability. 

 Avoid giving the new-capability group “extra 
preparation” for the experiment which would create 
artificial group differences (trained group difference). 

 Monitor for differential participants’ dropouts from 
the different groups over a long experiment to avoid 
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evolving artificial differences between groups as the 
experiment progresses. 

 

3. Ability to Relate Results to Actual Operations 

Common problem Non-Representative Experimental Unit 

Recommendation  Select experiment participants directly from an 
operational unit that will eventually employ the 
capability. 

 Use students, retired CM practitioners/ experts, or 
government civilians when operational staff is 
unavailable and the experimental task represents 
basic human perception or cognition 

 Avoid the temptation to over train the experiment 
group to ensure success. An over trained experiment 
unit is unrepresentative and referred to as a “golden 
crew.” 

 Explain the importance of the experiment to the 
participants and their contribution to the effort to 
ensure the new capability can be thoroughly and 
fairly evaluated. 

 Monitor to ensure participants do not 
“underperform” out of lack of interest or 
resentment. This may occur when personnel are 
assigned to participate in the experiment as “an 
additional” duty and it is perceived to be unrelated 
to their real mission. 

 Monitor to ensure players do not “over perform” 
due to being in the spotlight of an experiment. This is 
known as the "Hawthorne effect”. This effect is more 
likely to occur in highly visible experiments that have 
continual high-ranking visitors. In this instance, the 
participants are motivated to make the capability 
“look good”  

 

3.2.3.2 Selecting a Control Group among the Participants 

As briefly discussed before, control groups are vital for evaluating the cause-and-effect relationship 

between two variables of an experiment, thus making control groups essential to measure the 

effectiveness of a new capability/solution. Provided that research ethics [33] as well as the 

requirements with regard to the competences have been taken into account in the recruitment of 

participants, the recommendations under section 3.2.3.1 already indicate some guidance on how to 

select a control group among those participants. 

In general, the term “control group” has to be taken with care in the CM context, as the general 

understanding of the term, at least in the scientific world, suggests that the experiment is done 
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under controlled conditions, limiting the varying component to one factor, which differentiates the 

experiment group from the control group. When testing new CM solutions in a most realistic 

scenario, it is not possible to set up such controlled conditions. The more we control, the less closer 

to a realistic scenario we are and hence, we may eventually compromise the ability to relate results 

to actual operations. However, by trying to consider the recommendations to mitigate negative 

effects, it is possible to optimize the usage of “control groups”. 

Following the objective of this deliverable to give practical guidance, the scientific background of 

control groups is not discussed here; instead the focus is on the pragmatic implementation in the 

DRIVER experiments based on the CD&E approach as used in the comparable military world for 

capability development. 

 

Selecting participants for “control groups”: 

Although many different sampling techniques exist, there are basically two main approaches on how 

to assign individuals to groups (based on Lomann (2003) [36] and White, H., & S. Sabarwal 

(2014)[37]). The way how to “use” them in the best way to mitigate negative effects on the validity 

of the results has already been outlined above. 

 

1. Random assignment 

The individuals of the “experiment/ treatment group” and the “control group” are 

randomly assigned chosen from the pool of participants. Each individual has the same 

probability ending up in one of the groups.  

As indicated in the recommendations above, this approach may be useful when working 

with large experiment groups; however, it won’t work, if the experiment asks for specific 

units, where different roles and competences must be covered. Thus, random 

assignment doesn’t guarantee equivalent groups in terms of competences, diversity etc. 

This may tackle research ethics as well. 

 

2. (Pair-wise) matching 

When working with smaller groups, individual differences between the two groups play a 

significantly larger role, thus random assignment is not considered to be useful for 

setting up the groups. Instead matching may be a reasonable alternative [36] to create 

similar groups. This demands that a certain amount of information about the individuals 

in the pool of participants is available before conduction of the experiment, to allow for 

defining a number of matching criteria. Those criteria should take into account ethical 

requirements as well as the requirements defined by the tasks to cover in the 

experiment as well. Criteria might be weighted as well, according to the priorities of the 

individual experiment. Matching individuals is a mixture of using common sense and 

theoretical considerations, thus all relevant stakeholders of the CM solutions in the 

experiment (experiment lead, solution provider, end-user etc.) should be involved in the 

discussion of setting up the matching criteria. For further details on the process, please 

see e.g. Lomann (2003) [36]. 
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In any case, the findings of the control groups should be cross-checked with additional 

questionnaires to be completed by the CM professionals involved to gather their feedback and 

judgement on the effectiveness of a new CM solutions compared to the established ones. 

 Designing and Evaluating Effective Surveys 3.2.4

When designing or planning a survey, the most important step is to clearly define the question to be 

answered by the survey results. A survey is most effective if its purpose can be clearly and 

distinctively stated. Surveys with vague or overly-broad motivations can become too lengthy or 

difficult to analyze and interpret. One of the main advantages of surveys in comparison to other data 

collection methods is that they allow researchers to collect a large amount of data in a relatively 

short period. A survey needs to be prepared carefully to not only obtain meaningful results with 

regard to a specific research question, but also to be able to transfer results from a sample to a larger 

population or stakeholder group.  

Different design alternatives with regard to surveys exist and influence quality, cost and timeliness of 

the results. Main alternatives result from three categories: presentation of questions (e.g. written or 

interview), method of contacting respondents (e.g. telephone, mail, in-person) and method of 

recording responses (e.g., paper or electronic). Choosing the appropriate type of survey among these 

alternatives depends on several factors, including research objectives and timeline, sensitivity and 

complexity of the research question, the characteristics, abilities and resources of potential 

respondents and the available budget. With regard to DRIVER, surveys can help to understand 

different viewpoints of stakeholders when using a new solution. Especially with regard to diverging 

perceptions that might result from different practitioner groups (e.g., fire fighters, rescue workers), 

surveys could give insight into the background, origination and motivation of those groups. 

 

Recommendations for an effective survey design comprise: 

 Clear statement of objectives: define reasonable expectations that can be accomplished in a 

single survey 

 Avoid too many objectives: limit both the type and amount of information that can be 

collected using a single survey 

 Questionnaire items must be written from the perspective of the respondent, not the 

perspective of the researcher: avoid using technical terminology 

 Determine the appropriate sample size based on desired precision level, confidence level and 

size of stakeholder group. 

 Be explicit about the period of time being referenced by the question 

 Save personal and demographic questions for the end of the survey 

 Avoid combining multiple response dimensions in the same question 

 Try not to give the impression that you are expecting a certain response 
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Not only the DRIVER experiment methodology is defined as an iterative approach, but also the data 

collection methods and applied metrics need to be elaborated and specified in an iterative process. 

Effective survey design requires intensive review, test, and revision of the questions.  

Defining meaningful and valuable KPIs for an experiment is strongly dependant on a series of 

decisions that need to be made during the planning and design phase of an experiment. The benefit 

of a new solution, process or capability for Crisis Management can therefore only be assessed after 

making elaborate decisions about (a) an experiment’s objectives, (b) measures to evaluate these 

objectives, (c) parameters to describe certain characteristics of a defined measures and finally (d) 

metrics to enable data collection and quantification of these characteristics. Based on the 

quantifications, a proposed solution, process or capability can be evaluated with regard to its 

performance and effectiveness within a given experiment scenario.  

In this chapter existing methods and best practices when defining objectives, measures and metrics 

for an experiment have been reviewed and adopted to the DRIVER methodology. The table below 

summarizes the common problems and recommendations described in this chapter.  

 

Common problems Recommendations 

Different understanding and 
prioritization of objectives 

 Clearly formulate the objective of an experiment and 
the research questions  

 Decide on an overall methodology to gather evidence to 
address the objective and research questions.  

 Iteratively adapt or specify objective and research 
questions with stakeholders involved.  

KPIs don’t reflect the 
experiment’s objective 

 Clearly state the overall objective of the experiment 
with regard to a new solution 

 Clearly state how the proposed solution is expected to 
support a target capability/CM function 

 Redefine measures along the experiment process 

Many different (possibly 
conflicting) metrics resulting in 
a complex experiment 

 Concentrate on a few, but meaningful, measures to 
reflect an objective 

 Prioritize different objectives and measures to enable a 
joint evaluation result 

 Use methods and techniques (e.g. AHP) for collaborative 
decision-making in complex problem statements 

KPIs not sufficient to 
characterize a defined function 

 Application of the SMART-rule helps defining well-
thought parameters 

Unclear how an objective can 
be evaluated 

 Objective need to be clearly defined to accomplish a 
common understanding between all involved parties 
(e.g., practitioners, experiment team) 

 An objective needs to be measurable in the context of 
an experiment 

 An appropriate data collection method needs to be 
assigned to each metric 
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Unclear definition of criteria of 
success 

 Clearly define targeted values to be reached for success 
or failure 

Samples don’t represent target 
group 

 Make sure that the experiment participants are 
representative for target user group; create different 
experiment groups for different stakeholders 

 Try to establish a control group to be able to compare 
results and to differentiate between various group 
effects 

Invalidity or reliability of 
collected data 

 Different data collection methods might be applicable to 
gather data for a specific parameter: Decide on an 
adequate method taking into account objectives, 
timeliness and budget of experiment 

 Define a minimum sample size needed for that method 
to be able to provide scientifically sound results 

 Try to set up experiment groups with regard to possible 
internal effects (e.g. training, fatigue) 

 Try to mitigate internal group effects influencing the 
validity of results 

Table 1: Summary of anticipated problems and according recommendations in context of performance measurement in 
DRIVER Experiments 
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4 Conclusion 

This deliverable provides an initial procedure to support performance measurement in SP3-4-5 

experimentation. It gives a general guidance based on the CD&E as well as in the experiences learned 

from the first DRIVER experiments, and it is expected to further evolve during the project. 

 

An overview of key concepts for establishing effective and homogeneous experimentation in Crisis 

Management is provided. We set the main foundations for an iterative and collaborative objective 

setting, that eventually will determine common experiment objectives and the measurements 

required to achieve a successful capacity building process. The main pillars for this approach are: 

 Identify the Crisis Management objectives on study. 

 Establish an iterative experiment development, in agreement with all involved stakeholders. 

 Agree on a common set of objectives and research questions. 

 Assign proper KPIs associated to the performance measurement dimensions starting from 

the CM objectives. 

 Develop meaningful KPIs to the given measures. 

 Plan continuous iterations to discuss and adapt all of these elements of a successful 

experiment to the requirements and needs of the experiment and the stakeholders involved. 

 

To provide an adequate support to DRIVER experimentation, practical guidelines and 

recommendations are provided. The topics discussed are: quantitative and qualitative methods for 

data collection, creation of questionnaires and selection of groups. The next steps after this 

deliverable are to complement the recommendations initiated here with additional content (e.g. the 

evaluation of the different KPIs identified for the past DRIVER experiment). As the DRIVER Test-bed is 

meant to evolve in parallel to project experiments, additional support to more complex experiments 

will be given. At the same time, it is expected that the performance framework will benefit from 

additional lessons learnt from DRIVER partners.  
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